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Abstract

Linear stability of two-dimensional natural convection in air-filled horizontal annuli is numerically investigated for

radius ratios in the range 1:26R6 3 and for Rayleigh numbers less than 104. Bifurcation diagrams are obtained for

various radius ratios and the main thresholds are tracked as a function of R. A new instability mode has been high-
lighted which breaks the symmetry of the basic flow. This result demonstrates the need of modeling the annular gap

without assuming flow symmetry. In addition to bifurcation maps drawn in the Rayleigh number-radius ratio plane, a

map of possible flow patterns is also established. This map allows to foresee the number of solutions and the corre-

sponding flow structures.

� 2004 Elsevier Ltd. All rights reserved.
1. Introduction

Natural convection between horizontal isothermal

concentric cylinders has been extensively studied be-

cause of its importance in many technological applica-

tions such as heat exchangers. From a theoretical point

of view, this problem has been considered in a number

of studies because a large variety of flow structures is

encountered in this configuration according to the as-

pect ratio, Rayleigh and Prandtl numbers.

For low Ra, the basic flow field consists of two two-
dimensional crescent-shaped cells, symmetrical with re-

spect to the vertical plane containing the axes of the

cylinders. In each of the two annular half spaces, the

fluid goes upwards and downwards, respectively along

the hot inner and cold outer cylinders. The conduction is

the major mode of heat transfer between the differen-

tially heated boundaries of the annulus. As the Rayleigh
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number is increased, the center of rotation of the main

cells moves upward and a thermal plume starts to form

at the upper part of the annulus with an impingement

region on the outer cylinder. The distribution of the

thermal fluxes along the inner and outer cylinders shows

that the largest part of the heat convected within the

annulus is extracted from the lower part of the inner

cylinder.

From their experimental work, Powe et al. [1,2] de-

picted flow regimes and spatial patterns for air-filled

annuli as a function of the radius ratio and Rayleigh

number. For wide gap annuli, i.e. for radius ratio larger

than R ¼ 1:71, transitions happen from two-dimensional
steady to oscillatory flows. For moderate gap annuli

ð1:24 < R < 1:71Þ a three-dimensional spiral flow is

observed past the transition, while for narrow-gap

annuli ðR < 1:24Þ the basic one-cellular flow changes to
multi-cellular flows. Later, experimental and numerical

studies conducted by Rao et al. [3] yielded results in

qualitative agreement with the Powe experimental map

for moderate and narrow-gap annuli. However, they

failed to detect the oscillatory two-dimensional flow

r�egime for wide gap annuli. Vafai and Ettefagh [4] and
more recently Cadiou [5] and Dyko et al. [6–8] numeri-

cally studied the effect of the axial confinement for
ed.
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Nomenclature

d gap width of the annulus, ro � ri
f radial function, gr þ 1
g gravity acceleration

Nu local Nusselt number, jðoT Þ=ðorÞj �
f =g lnðRÞ

Nu average Nusselt number, 1=p
R p
0
Nudh

Pr Prandtl number, a=m
p pressure

R radial ratio, ro=ri
Ra Rayleigh number, gbðTo � TiÞd3=ma
r radial coordinate

S vector, ðu; T Þt
T temperature

t time

�u velocity vector

u; v radial and azimuthal velocity components

Greek symbols

a thermal diffusivity

b coefficient of thermal expansion

g R� 1

k eigenvalue

m kinematic viscosity

x imaginary part of eigenvalue
�w eigenvector

h azimuthal coordinate

Subscripts

c critical value

f pitchfork bifurcation

h Hopf bifurcation

i inner cylinder

s saddle-node bifurcation

t transcritical bifurcation

o outer cylinder

0 steady state

Superscripts

* dimensional variable

b basic branch

l lower branch

u upper branch
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various radial and axial aspect ratios. The existence and

validity of two-dimensional solutions were established

either in the core region, the size of which decreases

when increasing Ra, or for transient flows. The three-
dimensional simulations performed for moderate and

large gap annuli [6] present a good accordance with the

prediction of the Powe chart. Some discrepancies are

however observed for narrow annuli ðR < 1:2Þ in which
fully three-dimensional flows, due to the development of

spiral vortex, were computed. Therefore, the flow

exhibits in the upper region of the narrow-gap annulus

either transverse rolls or a combination of longitudinal

and transverse rolls with respect to the cylinder axis [7].

For small enough radius ratio, an odd number of

transverse rolls can occur so that a longitudinal flow is

present at the mid-axial plane [8].

A three-dimensional stability analysis was performed

by Choi and Kim [9] using the linear theory and more

recently by Dyko et al. [6] using both the linear theory

and the energy method. The neutral stability curves as

well as the critical wave numbers were computed as a

function of the radius ratio. The unstable mode super-

imposed on the basic flow gives rise to spiral motions

similar to those observed in numerical or experimental

simulations. As R tends to 1, Rac approaches 1708, the
critical Rayleigh number which corresponds to the onset

of the natural convection in a horizontal layer.

Amongst the two-dimensional studies, a large variety

of works was focused on multi-cellular flow patterns and

multiplicity of solutions for various sets of parameters
[10–16]. These results reveal the existence of an imperfect

bifurcation: the Rayleigh–B�enard pitchfork bifurcation
is broken into a couple of one virtual transcritical and

one saddle-node bifurcation from which two stable

branches of multi-cellular solutions emerge. The mech-

anisms of formation or merging of the cells within the

upper part of the annulus are indeed the same on

the two branches and are due to thermal instabilities.

The number of cells mainly depends on the radius ratio

and Rayleigh number. For a fixed supercritical value of

Ra, the number of cells increases as the radius ratio
decreases. When R ! 1 the number of cells tends toward

infinity and the classical Rayleigh–B�enard problem

characterized by a pitchfork bifurcation applies. The

multi-cellular flows calculated in these studies was

shown to undergo an unsteady secondary instability by

increasing the Rayleigh number, provided the radius

ratio is small enough (for example R ¼ 1:14). The
resulting periodic flow is composed of cellular patterns

located into the basic flow in the lateral regions. This

second type of instability is hydrodynamic in its origin

as in air-filled vertical slots.

An overview of the published numerical studies (2D-

as well as 3D-modeling) shows that very few considered

a possible breaking of the vertical symmetry [17,18] be-

cause flow symmetry was assumed in order to save CPU

time. As an example of such a symmetry breaking,

Petrone et al. [17] computed steady and oscillatory dis-

symmetrical flows for low Prandtl number fluids. For air

as working fluid and a fixed radial ratio R ¼ 1:2 [18], the



Fig. 1. Geometry of the annulus.
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appearances of dissymmetrical disturbances give rise to

unstable and non-symmetrical flows that had never been

reported in the current literature.

Therefore, the present study is motivated by the need

of revisiting bifurcation and flow structure maps in the

ðRa;RÞ plane in order to unify the results published for
two-dimensional natural convection in horizontal air-

filled annuli. The paper is divided into two main parts. A

set of numerical methods especially developed for linear

stability analysis and bifurcation tracking are first pre-

sented and validated. The results are then discussed into

two sections. The first section is devoted to the flow

description and stability analysis for a fixed radius ratio

R ¼ 1:2. The effects of increases in R on the flow patterns
and critical Rayleigh number are then investigated.
2. Equations and numerical methods

2.1. Governing equations

Consider two horizontal concentric cylinders of radii

r	i and r	o ¼ R� r	i > r	i held at uniform temperatures T
	
i

and T 	
o < T 	

i , respectively (Fig. 1). The two-dimensional

governing equations for laminar, incompressible flows

of air with constant physical properties except the den-

sity in the buoyancy term are written in cylindrical

coordinates and the Boussinesq approximation is in-

voked. By scaling the length by the gap width d and the
time by a=d, by introducing the dimensionless temper-
ature difference T ¼ ðT 	 � 0:5� ðT 	

o þ T 	
i ÞÞ=ðT 	

i � T 	
o Þ

and the radial coordinate r ¼ ðr	 � r	i Þ=d, the dimen-
sionless governing equations in cylindrical coordinates

ðr; hÞ, where h is measured from the downward vertical,
read:

r
g
:�u ¼ 0

o

ot
ðfuÞ þ r

g
:ðu:�uÞ � gv2

¼ �f
op
or

� RaPrfT cos h þ Pr er2u
�

� 2g
2

f
ov
oh

�

o

ot
ðfvÞ þ r

g
:ðv:�uÞ þ guv

¼ �f
op
oh

þ RaPrfT sin h þ Pr er2v
�

þ 2g
2

f
ou
oh

�

o

ot
ðfT Þ þ r

g
:ðT :�uÞ ¼ er2T

ð1Þ

where g ¼ R� 1 and f ¼ gr þ 1. The operators are de-
fined as follows: r

g
:ðX :�uÞ ¼ ðo=orÞðfX :uÞ þ ðo=ohÞðgX :vÞ

and er2X ¼ ðo=orÞðf ½oX=or�Þ þ ðo=ohÞðg2=f � ½oX=oh�Þ,
where X ðr; hÞ is a scalar quantity. The boundary con-
ditions are periodic in the azimuthal direction and verify

the following conditions in the radial direction:

06 h6 2p :

r ¼ 0 �u ¼ 0
T ¼ þ0:5

�

r ¼ 1 �u ¼ 0
T ¼ �0:5

� ð2Þ
2.2. Numerical methods

The governing equations (1) with boundary condi-

tions (2) were solved numerically in the primitive

variable formulation using a finite volume method on a

non-uniform, staggered–structured grid. Each elemen-

tary mesh is defined by ½ri; riþ1� � ½hj; hjþ1� with

ri ¼
tanh cr 2 i�1

Nr
� 1

� �� �
þ tanhðcrÞ

2 tanhðcrÞ
; i ¼ 1; Nr þ 1

hj ¼
p
exp 2pch

j�1
Nh

� �
� 1

expðpchÞ � 1
; j ¼ 1; Nh

2
þ 1

2p � hNhþ2�j; j ¼ Nh

2
þ 1; Nh þ 1

8>>>><
>>>>:

ð3Þ

where Nr is an any integer and Nh an even integer, cr and
ch are two negative or zero real parameters used to

modify the grid distribution in the upper part of the

annulus (near h ¼ p) and close to the cylinder surfaces.
The transport terms of the momentum and energy

equations were discretized with a second-order centered

scheme. A time splitting method [19] was used to

uncouple the velocity and pressure fields.
2.2.1. Time-marching numerical schemes

To perform the linear stability analysis, several

numerical methods have been implemented and are now

described. In order to simplify the presentation, nota-

tions are introduced in Cartesian coordinate system

where, in contrast to cylindrical coordinate, no coupling

of the radial and azimuthal velocity components is

present in the diffusion terms of the momentum equa-

tions. The discrete velocity components and temperature
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are combined into one single vector SðtÞ ¼ ð�u; T Þt. Let
note dX the boundary of an elementary cell X and n the
unit outwards vector, then the spatially discretized

transport, diffusive and Boussinesq operators are noted

T ð�uÞ, D and B respectively so that:

T ð�uÞS ¼
XNr�Nh

i¼1

Z
dXi

ð�u �uÞ:�n
T�u:�n

� �
ds

� �

DS ¼
XNr�Nh

i¼1

Z
dXi

Prðr�uÞ:�n
ðrT Þ:�n

� �
ds

� �

BS ¼
XNr�Nh

i¼1

Z
Xi

Prð0; T Þt
0

� �
dV

� �

By introducing the non-homogeneous part of the

boundary conditions as vector bc, the set of the gov-
erning unsteady equations reads

o

ot
S ¼ ðT ð�uÞ þ Dþ RaBÞS þ bc ð4Þ

The steady or unsteady flows are obtained by using a

time integration of Eq. (4) with a first order scheme in

which the diffusive terms are treated by an implicit

method and the convective terms by an explicit method.

The linear stability analysis of a steady state S0
consists in studying the growth rates of infinitesimal

disturbances dS ¼ ðdu; dT Þt as a function of only one
parameter : the bifurcation parameter. Therefore, the

solution S0 þ dS satisfies Eq. (4):

o

ot
ðS0 þ dSÞ ¼ T ð�u0

�
þ duÞ þ Dþ RaB

�
ðS0 þ dSÞ þ bc

that is equivalent to

o

ot
dS ¼ J ½T ð�u0Þ�

�
þ Dþ RaB

�
dS þ OðkdSk2Þ

where J ½T ð�u0Þ�dS is the Frechet derivative defined by
J ½T ð�u0Þ�dS ¼ T ð�u0ÞdS þ T ðduÞS0. By neglecting the sec-
ond-order terms, the solution of the previous equation

reads:

dSðtÞ ¼ exp J ½T ð�u0Þ�
�n

þ Dþ RaB
�
t
o
dSðt ¼ 0Þ ð5Þ

When time tends towards infinity, the disturbance

amplifies or is damped according to the sign of the

eigenvalue of the matrix ðJ ½T ð�u0Þ� þ Dþ BÞ having the
largest real part. The evaluation of the dominant spec-

trum with the largest real parts is achieved by an

Arnoldi method [20] as proposed by Mamun and

Tuckerman [21]: the evaluation of the right-hand side of

Eq. (5) is performed by a first order temporal scheme in

which the convective terms have been linearized in per-

turbations.
2.2.2. Non-linear systems

Although the time marching code allows to compute

stable flows, its convergence rate tends towards 0 when

the parameters are close to the bifurcation thresholds.

To evaluate efficiently steady flows near the transitions

or the unstable steady solutions, the following non-lin-

ear system is solved:

ðT ð�u0Þ þ Dþ RaBÞS0 þ bc ¼ �0 ð6Þ

using the Newton method. The kth step reads:

J ½T ð�uðkÞ0 Þ� þ Dþ RaB
� �

dS
ðkþ1Þ

¼ T ð�uðkÞ0 Þ þ Dþ RaB
� �

S
ðkÞ
0 þ bc

S
ðkþ1Þ
0 ¼ S

ðkÞ
0 � dS

ðkþ1Þ

8>>>><
>>>>:

ð7Þ

In order to compute an eigenvalue, a possible alternative

to the Arnoldi method is to solve directly the non-linear

eigenproblem [22]:

ðJ ½T ð�u0Þ� þ Dþ RaBÞ�w � k�w ¼ �0

�ct:Reð�wÞ ¼ 1
�ct:Imð�wÞ ¼ 0

8>><
>>: ð8Þ

where ðk; �wÞ is the couple of complex eigenvalue with its
corresponding eigenvector and �c is an arbitrary real
vector used to ensure the normalized condition for �w: in
this work, �c � S0. Therefore, the kth step of the Newton
algorithm consists in computing:

J ½T ð�uðkÞ0 Þ�þDþRaB
� �

dw
ðkþ1Þ �kðkÞdw

ðkþ1Þ �dkðkþ1Þ�wðkÞ

¼ J ½T ð�uðkÞ0 Þ�þDþRaB
� �

�wðkÞ �kðkÞ�wðkÞ

�ct:Reðdw
ðkþ1ÞÞ ¼�ct:Reð�wðkÞÞ�1

�ct:Imðdw
ðkþ1ÞÞ ¼�ct:Imð�wðkÞÞ

�wðkþ1Þ ¼ �wðkÞ �dw
ðkþ1Þ

kðkþ1Þ ¼ kðkÞ �dkðkþ1Þ

8>>>>>>>>>>>>><
>>>>>>>>>>>>>:

ð9Þ

To track the Hopf bifurcations as a function of a given

parameter, Griewank and Reddien [23] proposed to seek

simultaneously the parameter threshold, the steady state

S0, the complex eigenmode �w and the corresponding

eigenvalue k ¼ 0þ ix at the transition:

ðT ð�u0Þ þ Dþ RaBÞS0 þ bc ¼ 0
ðJ ½T ð�u0Þ� þ Dþ RaBÞ�w � ix�w ¼ �0

�ct:Reð�wÞ ¼ 1
�ct:Imð�wÞ ¼ 0

8>>>>><
>>>>>:

ð10Þ

In our problem, the bifurcation parameter is Ra so that
the kth step of the Newton method reads:
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J ½T ð�uðkÞ0 Þ� þ Dþ RaB
� �

dS
ðkþ1Þ þ ðdRaðkþ1ÞBÞSðkÞ

0

¼ T ð�uðkÞ0 Þ þ Dþ RaB
� �

S
ðkÞ
0 þ bc

J ½T ð�uðkÞ0 Þ� þ Dþ RaB
� �

dw
ðkþ1Þ þ ðdRaðkþ1ÞBÞ�wðkÞ

�ixðkÞdw
ðkþ1Þ � idxðkþ1Þ�wðkÞ

¼ J ½T ð�uðkÞ0 Þ� þ Dþ RaB
� �

�wðkÞ � ixðkÞ�wðkÞ

�ct:Reðdw
ðkþ1ÞÞ ¼ �ct:Reð�wðkÞÞ � 1

�ct:Imðdw
ðkþ1ÞÞ ¼ �ct:Imð�wðkÞÞ

�wðkþ1Þ ¼ �wðkÞ � dw
ðkþ1Þ

xðkþ1Þ ¼ xðkÞ � dxðkþ1Þ

Raðkþ1Þ ¼ RaðkÞ � dRaðkþ1Þ

8>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>:

ð11Þ

A particular attention must be paid to the zero imagi-

nary part of the eigenvalue. Indeed, Eqs. (10) define a

saddle-node bifurcation point [22]. The corresponding

Newton algorithm is similar to Eq. (11) with Imð�wðkÞÞ ¼
0, xðkÞ ¼ 0 as well as their corresponding increment
Imðdw

ðkþ1ÞÞ ¼ 0 and dxðkþ1Þ ¼ 0.
The linear systems arising from the Newton algo-

rithm are iteratively solved either by the biconjugate-

gradient squared (BCGS), as proposed in [24], or by the

generalized minimal residual (GMRES) methods com-

ing from the library [25]. The GMRES method is based

on the minimization of the residual on a Krylov sub-

space. The main advantage and drawback of this

method are highly linked: the residual decreases in a

monotone manner as a function of the increase in the

Krylov dimension that ensures convergence. However,

the required space storage, proportional to the number

of the base vectors defining the Krylov subspace, may

increase dramatically. Hence, the BCGS method was

preferred for solving the linear equations (Eqs. (7) and

(9)) but failed for the Hopf system Eq. (11) which was

solved by using the GMRES algorithm.
Table 1

Comparisons of the average Nusselt number Nu ¼ 1=ðpÞ
R p
0
Nudh on

and R ¼ 1:6
[27] [28]

Nu (Nr � Nh) 1.213 (33· 33) 1.180 (31 · 73
1.199 (49· 49) 1.179 (59 · 98

Table 2

Comparisons of eigenvalues for R ¼ 1:2 and Pr ¼ 0:7 as a function o
Ra 1000 1500 2000 2500

[16] (scanned values) )5.664 )2.406 0.4653 2.99

Present results (Eq. (8)) )5.735 )2.432 0.4467 2.97

Relative gap (%) 1.25 1.08 4.00 0.60
2.2.3. Implementation of the linear systems

The matrices of the linear systems (Eqs. (7), (9), (11))

are not explicitly built up because of their huge sizes.

Each matrix vector product is obtained thanks to the

method proposed by Mamun and Tuckerman [21] for

the steady state problem (Eq. (6)) and extended by

Ch�enier et al. [22] for the eigenvalue problems (Eq. (8))
and the saddle-node and Hopf bifurcations (Eq. (10)).

The principle of this method is based on the temporal

code (Eq. (4)) discretized in time with a first order

scheme as described in Section 2.2.1. Let S
ð0Þ
and S

ð1Þ
be

two consecutive iterations so that for a time step Dt:

S
ð1Þ � S

ð0Þ

Dt
¼ T ð�uð0ÞÞ

�
þ RaB

�
S
ð0Þ þ ðDÞSð1Þ þ bc

The solution S
ð1Þ
gives:

S
ð1Þ ¼ 1

Dt
I

�
�D

��1
1

Dt
S
ð0Þ

�
þ T ð�uð0ÞÞ
�

þ RaB
�
S
ð0Þ þ bc

�

therefore

S
ð1Þ �S

ð0Þ ¼ 1

Dt
I

�
�D

��1

T ð�uð0ÞÞ
��

þDþRaB
�
S
ð0Þ þbc

�
ð12Þ

where I is the identity matrix. The idea of the method
proposed by Mamun and Tuckerman [21] is therefore to

substitute Eq. (6) by its preconditioned expression:

�D�1 T ð�uð0ÞÞ
��

þ Dþ RaB
�
S
ð0Þ þ bc

�
¼ �0

obtained by subtracting two consecutive iterations

S
ð1Þ � S

ð0Þ
for large enough time step Dt (Eq. (12)). All

the matrix vector products in Eqs. (7), (9), (11) are then

constructed on the same principle by adapting the initial

temporal code (Eq. (4)) to the problem to be resolved.

The use of the projection algorithm [19] in the con-

text of the Mamum and Tuckerman method [21] re-

quires some technical adaptations. Indeed, the choice of
the radial boundaries in a half cavity for Ra ¼ 3000, Pr ¼ 0:7

[29] Present result

) 1.185 (25· 120) 1.179 (60· 240/2)
)

f Ra

3000 3500 4000 4500 5000

3 5.238 7.273 9.109 10.78 12.29

5 5.217 7.221 9.031 10.67 12.17

0.40 0.71 0.86 1.02 0.98



Table 3

Comparisons between the Rayleigh number values and

denomination of the transition by each authors

Bifurcations Saddle-node Virtual

transcritical

Imperfect

pitchfork

[28] 1920

[12] 1915

[29] 1894

[16] 1914 1920

Present study 1911 1917

-2.44

-2.42

-2.4

-2.38

-2.36

-2.34

-2.32

0 0.0005 0.001 0.0015 0.002

λ

δ

Fig. 2. Eigenvalues as a function of time step
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-0.01

-0.005

0

0.005

0.01

0.015

6060 6070 6080

R
e(

λ)

Ra

Re(λ)

Im(λ)

Fig. 3. Eigenvalue as a function of Ra. Real (left axis) and im
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a large Dt for the pressure calculation increases dra-
matically the number of iterations of the GMRES and

BCGS methods [26]. To overcome this problem by

keeping the Mamum and Tuckerman method, a second

time step (or parameter) Dtp is introduced by adding the
�uðnÞ��uðnÞ

Dtp
expression into the discretized Navier–Stokes

equations. The projection step, which defines the pres-

sure equation, is then constructed with Dtp whereas the
diffusion part uses the large time step Dt. The degree of
freedom coming from the parameter value Dtp is there-
fore used to reduce as much as possible the number of

iterations necessarily to converge with the GMRES and
0.0025 0.003 0.0035 0.004 0.0045

t

Numerical results

Linear fit

dt for Ra ¼ 1500, Pr ¼ 0:7 and R ¼ 1:2.

6090 6100 6110

12.6

12.7

12.8

Im
(λ

)

aginary (right axis) parts of the eigenvalues for R ¼ 1:3.
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BCGS methods. Classically, the Dtp value is in the range
½10�3; 10�1�.

2.2.4. Additional numerical aspects

Although many algorithms allow to compute the

same physical quantities (steady states, eigenvalues or

bifurcations), their respective use are often comple-

mentary. The Newton method converges by an iterative

process and needs an appropriate initial guess. This

initialization is therefore ensured either by a time

marching code or by using previous results obtained

with the Newton procedure. The Arnoldi method (5)
Fig. 4. Influence of the average mesh size, labelled by ðNr;NhÞ, and dis
Rac and (b) the pulsation ImðkÞ for R ¼ 1:3.
allows to evaluate the leading eigenvalues without nec-

essary using an initial guess. However, as the gap be-

tween the real parts of the interested and dominant

eigenvalues increases, the computations are less accu-

rate. Moreover, numerous iterations may be necessary

to distinguish two modes having almost identical growth

rates.

The following remarks can be brought:

• The evaluation of the critical Rayleigh number is of

course sensitive to the mesh size used for computa-

tions. This dependency is linked to the slope s of
tribution parameters ðcr; chÞ on (a) the critical Rayleigh number
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the curve, representing the real part of the eigenvalue

as a function of Ra. In the vicinity of the threshold
value, ReðkÞ evolves quite linearly as a function of
Ra, and therefore an absolute error of order e on
the eigenvalue computation induces a threshold dis-

placement of the order of e=s. So, if the slope is very
small, the error on the critical parameter may be

highly amplified.

• Some convergence problems of the Newton algo-

rithm may be observed when the Jacobian matrix

of the non-linear application has too small eigen-
Fig. 5. Bifurcation diagram and enlargement for Ra 2 ½1900; 1950� : uð
of stable (resp. unstable) solutions.
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Fig. 6. Dominant eigenvalues for flows lying on the lower p
values or is not invertible. In that situation, theoret-

ical studies suggest a linear (instead of a quadratic)

convergence of the Newton method. This behavior

should probably be observed if the iterative resolu-

tion of the linear system at each Newton step was

exact. For the present computations, the BCGS

and GMRES methods failed to converge for a

small enough stopping criteria: a too large stopping

criteria does not improve enough the Newton steps,

so that the global convergence is finally not en-

sured.
0:5; pÞ vs Ra. Continuous (resp. dashed) lines stand for branches
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a
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art of the lower-branch, below uð0:5; pÞ � 0 (Fig. 5).
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Fig. 7. Streamlines of perturbations associated to the bifurca-

tions: (a) pitchfork and (b) saddle-node.
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at Ra ¼ 2010.
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2.3. Validation

2.3.1. Comparisons with the literature

In order to validate the numerical schemes, several

usual computations have been performed and then

compared with the literature. For Ra ¼ 3000, Pr ¼ 0:7,
R ¼ 1:6 and a 60 · 240 mesh, the steady flow obtained
with the time marching code (Eq. (4)) on the full cavity
-0.1

-0.08

-0.06

-0.04

-0.02

0

0.02

0.04

1900 2000 2100 2200

λ i

R

Rat

Rab
f1

Fig. 8. Dominant eigenvalues for flows lying on the b
consists in two crescent-shape cells, symmetrically lo-

cated within the annulus. As shown in Table 1, the

average Nusselt numbers at the cylinder surfaces are in

good agreement with previous works. No significant

differences were obtained between the values computed

by the Newton (Eq. (7)) or by the temporal (Eq. (4))

codes.

The growth rates of the dominant linear perturbation

associated with the symmetrical two-cellular flow at
2300 2400 2500 2600

a

Rab
f2

λ b
1

λ b
2

asic-branch of the bifurcation diagram (Fig. 5).
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R ¼ 1:2 and Pr ¼ 0:7 and achieved with the Newton
method (Eq. (9)) are in accordance with the data ob-

tained by the spectral method used by Mizushima et al.

[16] (Table 2). For a fixed 60 · 240 mesh, the relative
difference between the results does not exceed 1.5%,

except for small growth rates where the error reaches

4%.

Comparisons were also made about the location and

nature of the first transition of the symmetrical two-

cellular flow at R ¼ 1:2 and Pr ¼ 0:7 (Table 3). Although
Fig. 10. Enlargements of the bifurcation diagram (Fig. 5
the transition is differently named according to the au-

thors, it deals with the same physical process. The

present Rayleigh number values at the thresholds are

close to the previous works, with a maximum relative

difference less than 1.5%. The virtual transcritical bifur-

cation threshold, so-called by Mizushima et al. [16], has

been obtained by interpolating the eigenvalues as a

function of Ra so that the growth rate is 0 whereas the
saddle-node bifurcation is directly computed thanks to

the Newton algorithm (Eq. (11)).
): (a) first enlargement and (b) second enlargement.
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2.3.2. Comparisons between the numerical methods and

convergence properties

Comparisons are discussed here about the use of the

different methods presented in this paper. At first, the

focus is on the growth rate calculations carried out by

the Arnoldi and Newton schemes. The Arnoldi method

is based on a first order time marching code that implies

a linear convergence of solutions as a function of the

time step (Fig. 2). The linear extrapolation based on the

six most accurate eigenvalues obtained using the Arnoldi

method for a zero time step ðlimDt!0ðkÞ ¼ �2:4391Þ
presents a good agreement with the value achieved with

the Newton procedure ðk ¼ �2:4330Þ, with a relative
discrepancy less than 0.5%. The evaluation of the Hopf

bifurcation point for R ¼ 1:3 was then compared. It can
be performed, either by computing iteratively the steady

(Eq. (6)) and eigenvalue (Eq. (8)) problems for succes-

sive Rayleigh numbers (Fig. 3), or by simultaneously

solving the steady and eigenproblems at the bifurcation

point (Eq. (10)). In both cases, the critical threshold and

pulsation are almost identical, Ra � 6091 and

ImðkÞ � 12:72 when using a 60 · 240 mesh. The thresh-
old Rac (Fig. 4a) and the pulsation ImðkÞ (Fig. 4b) of the
Hopf bifurcation at R ¼ 1:3 was also studied as a

function of the average mesh size ðh2r ¼ 1=N 2
r ; h

2
h ¼

ð2p=NhÞ2Þ, and for several grid distributions parameter-
ized by cr and ch. The numerical results are plotted in

these figures by symbols as well as by continuous lines

which correspond to linear polynomial fits as a function

of the average squared grid size. Each grid distribution

cr and ch is associated to a particular symbol. The lower

and upper abscissa axis are labelled by the cell numbers

Nr and Nh respectively. The set of four (four filled sym-

bols) and three curves (four open symbols), which con-
0
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∆θ
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Fig. 11. Angular sizes of cells for flows lying on the b
verge respectively towards ðRac � 6034; ImðkÞ � 12:48Þ
with hr ! 0 and ðRac � 6188; ImðkÞ � 13:13Þ with hh !
0, correspond to the influence of the average grid sizes hr
and hh, for fixed meshes in the second direction, namely

ðNh ¼ 240; ch ¼ �0:75Þ and ðNr ¼ 60; cr ¼ 0Þ. Therefore,
the best radial mesh with Nh ¼ 240 (filled symbols) is
obtained for cr ¼ 0, i.e. a regular mesh, and it is pref-
erable to employ ch ¼ �1:00 when Nr ¼ 60 (open sym-
bols). In this last case, decreasing ch from )1.00 to )1.25
does not improve the convergence rate because the

computed Rac and ImðkÞ are indeed quite identical.
Whereas it is worthwhile to reduce the mesh size in the

azimuthal direction in order to improve the spatial res-

olution in the upper part of the annulus, that does not

seem useful close to the radial boundaries. The last two

curves in Fig. 4(a) and (b) which tend to ðRac �
6152; ImðkÞ � 13:00Þ are achieved by increasing pro-
portionally the cell numbers in both directions. By

considering relative differences between the extrapolated

and computed values less than 5% and by taking into

account the computation time and the memory storage

requirements, a ðNr;NhÞ ¼ ð60; 240Þ mesh with ðcr; chÞ ¼
ð0;�1Þ was retained to compute the Hopf bifurcations
as a function of the radius ratio. With this particular

choice at R ¼ 1:3, the threshold and pulsation are equal
to ðRac ¼ 6091; ImðkÞ ¼ 12:72Þ and the relative dis-

crepancies are about 1% and 2%, respectively.
3. Results

It can be easily proved that if ðu0; v0; T0Þ is a solution
of the coupled equations (1) and boundary conditions

(2), then ðu1; v1; T1Þ ¼ Cðu0; v0; T0Þ defined by
3500 4000 4500 5000

c+

C+

C-

asic-branch of the bifurcation diagram (Fig. 5).
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C :
Cðuðr; hÞÞ ¼ uðr;�hÞ
Cðvðr; hÞÞ ¼ �vðr;�hÞ
CðT ðr; hÞÞ ¼ T ðr;�hÞ

8<
: ð13Þ

is also a solution. A particular and interesting situation

occurs when Cðu0; v0; T0Þ ¼ ðu0; v0; T0Þ. In that case, the
flow is itself symmetric through the transformation C,
noted C-symmetry in what follows, and the computation
of such a solution requires only to solve Eqs. (1) with the

following symmetrical boundary conditions:
0 1

0

1

0 1
0

1

(a)

(b)

Fig. 12. Streamlines of steady states lying on the basic-branch

of the bifurcation diagram (Fig. 5): (a) cþCþ pattern at

Ra ¼ 2000, ð0; 4:5; ½0:5�Þ and (b) CþC�Cþ pattern at Ra ¼ 2500,
ð�1; 6; ½0:5�Þ.
06 h6 p :

r ¼ 0 �u ¼ 0
T ¼ þ0:5

�

r ¼ 1 �u ¼ 0
T ¼ �0:5

� ð14Þ

and

06 r6 1 : h ¼ 0; p

ou
oh

¼ 0
v ¼ 0
oT
oh

¼ 0

8>>><
>>>: ð15Þ

This simplified mathematical model labelled p-annulus
has been extensively employed, for instance in [10,15,16,

27–29], in order to decrease both the CPU time and

memory space storage.

The results are organized into two sections. The flows

and the bifurcation diagram are first presented for a

narrow cavity with R ¼ 1:2. Secondly, the bifurcations
are tracked as a function of the radius ratio.

3.1. Radius ratio R ¼ 1:2

3.1.1. Bifurcation diagram

The results are presented in the form of a bifurcation

diagram representing the steady radial velocity compo-

nent uð0:5; pÞ as a function of Ra (Fig. 5). This compo-
nent is useful in determining quickly the direction of the

rotating cells in the upper region of the annulus when

the flow is C-symmetric. For a given Rayleigh number,
the steady states lying on the continuous and dashed

lines are stable and unstable, respectively. Below

Rals1 ¼ 1911, only the well known basic couple of cres-
cent-shaped cells, symmetrically located on both side of

the annulus are observed. Just above Rals1 , two new
steady solutions are found lying on the unstable branch

as shown in the enlargement plotted in Fig. 5. For

convenience, the branches starting from Ra ¼ 0 and Rals1
will be called in what follows as the basic-branch and

lower-branch, respectively: the quantities expressed on

those branches are labelled ‘‘:b’’ and ‘‘:l’’. The sharp
growth of uð0:5; pÞ as well as the appearance of the
lower-branch of solutions are due to thermal instabilities

similar to those observed in Rayleigh–B�enard experi-
ments. The effect of the curvature is to break the

classical pitchfork bifurcation into a saddle-node bifur-

cation at Rals1 ¼ 1911 and into a transcritical-like

bifurcation at Rat ¼ 1917, values in excellent agreement
with those reported in [16] (see Table 3). However, the

comparison of the enlargement with [16] shows differ-

ences on the stability solutions lying on the lower part of

the lower-branch, below uð0:5; pÞ � 0. Indeed, unlike to
the Mizushima et al. results which leads to stable steady

states, our solutions are unstable. An unstable distur-

bance is still present above Rals1 (Fig. 6). By describing
the curves through decreases in Ra, the eigenvalue kl2
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which gives rise to the saddle-node bifurcation, de-

creases sharply from 0 whereas the growth rate kl1 of a
new disturbance slowly decreases and reaches 0 at Ralf1 .
It is worth noting that the slope of kl1 as a function of Ra
is of order 10�4 and therefore Ralf1 is rather sensitive to
numerical errors (see Section 2.2.4). The streamlines of

these two eigenmodes, plotted in Fig. 7, are character-

ized by two different symmetries. The mode giving rise

to the saddle-node bifurcation is associated to the

C-symmetry whereas the other eigenvector satisfies the
D-symmetry defined by

D :

Dðuðr; hÞÞ ¼ �uðr;�hÞ
Dðvðr; hÞÞ ¼ vðr;�hÞ
DðT ðr; hÞÞ ¼ �T ðr;�hÞ

8<
: ð16Þ

At the bifurcation point Ralf1 , a new branch of solutions
thus appears (Fig. 5). This branch is locally tangent to

the central manifold: the steady states lying on that new

branch are then qualitatively made of the C-symmetrical
basic flow superimposed to the D-symmetrical pertur-
bation. Consequently, the C-symmetry is broken. Since
the governing equations always verify the C-symmetry
property, another perturbation is also possible. It cor-

responds to the disturbance obtained through the C-
symmetry applied to the perturbation drawn in Fig. 7a.

It should be noted that the branch based on this second

disturbance is not distinguishable on the bifurcation

diagram (Fig. 5) because uð0:5; pÞ is unchanged through
the C-symmetry. Thanks to all these considerations and
to the stability of solutions lying on this new branch, it is

obvious that the critical threshold Ralf1 corresponds to a
sub-critical pitchfork bifurcation. Above Ralf1 , the steady
states are stable up to Ra ¼ 5000.
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Fig. 13. Angular sizes of cells for flows lying on the lo
The dominant spectrum computed for flows lying on

the basic-branch is shown in Fig. 8. For Ra < Rat ¼
1917, the two real eigenvalues kb1 and kb2 grow up

simultaneously to almost zero values. It should be noted

that the part of the curve kb2 vs Ra for Ra < Rat is in a
good agreement with the results of Mizushima et al. [16].

On the other hand, the second part differs because it was

computed in [16] for solutions lying on the upper part of

the lower-branch. Therefore their eigenvalues k2 are
positive: the branch jumping defines the virtual–trans-

critical bifurcation. Close to Rat (Fig. 8) both eigen-
values separate so that kb2 decreases sharply while kb1
crosses the zero-axis, first from negative to positive

values at Rabf1 ¼ 2068, and then after in the reverse
direction at Rabf2 ¼ 2456. These transitions correspond
to two pitchfork bifurcations (Fig. 5) and are associated

to one D-symmetric disturbance looking like the one
presented in Fig. 7a. As for the pitchfork bifurcation of

the lower-branch of the bifurcation diagram, these two

transitions give rise to new solutions breaking the C-
symmetry. In particular, the branch starting from the

Rabf1 threshold and made of unstable dissymmetrical
solutions (Fig. 9), joins the pitchfork bifurcation defined

at Ralf1 . For Ra > Rabf2 , the flow is found stable until

Ra ¼ 5000.
The solutions lying on the almost horizontal part of

the lower-branch (see enlargement in Fig. 5) defined for

Ra > Rat are two times unstable. At Ra � 2435 (Fig. 5),
an imperfect pitchfork bifurcation occurs which seem to

be made of both one transcritical ðRa � 2435Þ and one
saddle-node ðRas2 � 2431Þ bifurcations (Fig. 10a). An
appropriate scaling of Fig. 10a clearly shows two cou-

ples of saddle-node and pitchfork bifurcations close

to Rafs � 2434:45 and Ra � 2434:95 (Fig. 10b). By
3500 4000 4500 5000
a

C-

c+

wer-branch of the bifurcation diagram (Fig. 5).
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Fig. 14. Streamlines of steady states lying on the lower-branch

of the bifurcation diagram (Fig. 5): (a) C�cþCþ pattern at

Ra ¼ 2500, ð�2; 6; ½0:5�Þ and (b) C�Cþ pattern at Ra ¼ 5000,
ð�5; 12; ½1�Þ.
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following the upper curve of Fig. 10a, another pitchfork

appears which gives rise to dissymmetrical solutions on a

new branch at Raf2 � 2950 before reaching the basic-
branch of the bifurcation diagram (Fig. 5) at Rabf2
through one saddle-node at Ras3 � 3510. It is therefore
possible to cross continuously from the lower to the

basic-branch of the bifurcation diagram by following a

set of curves. In what follows, each part of the contin-

uation curve are labelled by ‘‘unsi’’ to denote that

solutions are unstable to i disturbances with positive
growth rates. Therefore, it exists two different paths to

join the bifurcation points Ralf1 and Ra
b
f2
. The easiest one

is constituted of three pitchfork bifurcations and de-

scribed by the way Ralf1 !
uns1Rabf1 !

uns1Rabf2 . Both four sad-
dle-nodes and pitchfork bifurcations take place on the

much more complicated second path summed up by

Ralf1 !
uns1Rals1 !

uns2Rafs !
uns4Ras2 !

uns3Raf2 !
uns2Ras3 !

uns1Rabf2 . Al-

though the pitchfork bifurcations described in Fig. 10b

occur in a very narrow gap of Ra, and could be con-
sidered as spurious, they are in fact linked to the

appearance of the two other transitions at Ras2 and Raf2 .
Additional comments should also be added on the

symmetry breaking of the perturbations. Indeed, this

results could be surprisingly new since numerous works

having dealt with this problem. In fact, the use of C-
symmetrical models are probably only one part of the

explanation. Several computations on the full annulus,

with periodic conditions in the azimuthal direction, have

already been performed without showing such instabil-

ity. The main reason is probably given through exami-

nation of the growth rate values of the D-symmetrical
disturbances represented in Figs. 6 and 8. These values

are so small that convergence with a temporal code may

easily be achieved without observing the destabilizing

effects of this perturbation. Because the steady solutions

used to initialize the temporal codes are often charac-

terized by the C-symmetry, the initial magnitude of the
D-disturbance is of the order of the numerical errors.
For instance, in the linear point of view and for a growth

rate k � 0:025 (Fig. 8), a dimensionless time of 1=k � 40
is required to multiply the magnitude of the disturbance

by only e1. This behavior is not new and explains the
need of using suitable disturbances to evolve from con-

ductive to convective flows in the classical Rayleigh–

B�enard flow simulations.

3.1.2. Flow fields

For Ra < Rat, the flow pattern labelled Cþ consists in

two large cells on each part of the annulus due to the C-
symmetry. Since only C-symmetrical flows are described,
the flow patterns are plotted in a half region of the

annulus. By following the basic-branch of the bifurca-

tion diagram by increasing Ra (Fig. 5), the flow evolves
continuously from one large crescent-cell Cþ to three

cells, two cells being located at the top of the annulus
and the other forms the crescent-shaped cell. In order to

investigate the birth and growth of the upper cells, their

angular sizes at the middle between the two cylinders are

measured as a function of Ra (Fig. 11). For convenience,
the cells rotating in the same direction as the large

crescent-cell Cþ are also noted Cþ or cþ, whether they

are stretching out on the entire annulus gap or not. The

counter-rotating cells are labelled C�. Slightly above

Rat, a co-rotating cell cþ grows very fast with Ra but
stays confined in the large Cþ (Fig. 12a). The splitting of
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the daughter cell from the mother one occurs at

Ra � 2270 and gives rise to one counter-rotating cell C�

located between them (Fig. 12b). From this point and

until Ra ¼ 5000, the steady flow remains three-cellular;
this pattern is therefore denoted CþC�Cþ. It should be

noticed that globally the angular size of the largest Cþ

decreases in favor of the two upper eddies. The Rayleigh

number value which corresponds to the onset of the

CþC�Cþ pattern is in very good agreement with Kim

and Ro [28] and Chung et al. [29] who proposed

Ra ¼ 2270 and Ra ¼ 2330, respectively, as the threshold
values for the flow transition between 1 and 3 cells. On

the lower part of the continuation diagram (Fig. 5), a

reverse flow appears just after the saddle-node bifurca-

tion point at Rals1 . Above this point, the negative radial
velocity uð0:5; pÞ (see enlargement in Fig. 5) indicates the
formation of a counter-rotating cell C� adjacent to the

main crescent-shaped flow (Fig. 13). Like on the basic-

branch of the bifurcation diagram, a co-rotating cell cþ

is set up slightly before Ralf1 but disappears at Ra � 3500
(Fig. 14). The C�Cþ !C�cþCþ !C�Cþ transition is

therefore observed by increasing Ra on this branch.
Some of the flow pattern modifications can be correlated

with the unstable regions. The generation of the co-

rotating nucleus cþ on the basic-branch occurs when the

growth rate of the disturbance is becoming positive,

while the CþC�Cþ establishment precedes the flow sta-

bilization. On the lower-branch, the onset of the re-cir-

culation nucleus cþ is detected at the location which

characterizes the re-stabilization of the steady flow.

A slow increase in Ra from 0 shows that the steady

flow pattern evolves from the crescent-shaped cell Cþ at

first to cþCþ and then to C�cþCþ structures when the
-2
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Fig. 16. Elements of the bifurcation diagrams at R ¼ 1:24 and 1.25. T
increasing radius ratio.
solutions reach the lower-branch as it is presented on the

diagram in Fig. 15. The cell nucleus then disappears and

the two-cell flow structure C�Cþ is the only possible. It

is worth noting that the stable steady state tracking does

not allow to reach the three-cell flows CþC�Cþ. To end,

Fig. 15 shows a hysteretical behavior between patterns

lying on the lower and on the basic branches at Ralf1 and
Rabf1 .

3.2. Effect of the radius ratio: bifurcation maps

The effects of the aspect ratio on the flow stability are

discussed in this paragraph for 1:26R6 3 and Ra6 104.
Increases in R lead to displacements of the bifurcation
thresholds and also modify the shape of the bifurcation

diagram, especially the basic-branch. Consequently, we

will first focus on the fundamental changes occurring

on the bifurcation diagram for small radius ratio

R 2�1:24; 1:28½. The critical values will be then presented
in the ðR;RaÞ-plane.
0 4000 4500 5000

Ras(b2,R=1.24)

basic-branch: b1(R=1.24)
b2(R=1.24)
b3(R=1.24)

basic-branch: b1(R=1.25)
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he arrows indicate the part of the curves coming closer with the
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The basic and other unstable branches of the bifur-

cation diagrams for R ¼ 1:24 and R ¼ 1:25 are plotted in
Fig. 16. Such a small increase in R brings closer the

branches labelled b2ðR ¼ 1:24Þ and b3ðR ¼ 1:24Þ so that
they come into contact, very close to or at the saddle-

node bifurcation points defined by Rasðb2;R ¼ 1:24Þ and
Rasðb3;R ¼ 1:24Þ, exchanging parts of their curves each
other, and forming two new branches labelled

b2ðR ¼ 1:25Þ and b3ðR ¼ 1:25Þ. By crossing the critical
radius ratio Rc 2�1:24; 1:25½, the number of solutions in
the interval Ra 2�Rasðb2;RÞ;Rasðb3;RÞ½ changes from 0

to 2. This finding characterizes a saddle-node transition

for the bifurcation parameter R. If the contact points are
exactly located at the thresholds Rasðb2;R ¼ 1:24Þ and
Rasðb3;R ¼ 1:24Þ, a bifurcation with a co-dimension

two is therefore expected in the ðRa;RÞ plane at

Rasðb2;RcÞ ¼ Rasðb3;RcÞ. The most important changes
for the flow stability occur in the R-interval �1:25; 1:26½
where a new independent branch of solutions, called as

the upper-branch and labelled with ‘‘:u’’, appears for
RaPRaus (Fig. 17). The origin of the upper-branch is
related to another saddle-node bifurcation. Indeed, by

increasing R, the upper part of the branch b2ðR ¼ 1:25Þ
and the basic-branch b1ðR ¼ 1:25Þ approach themselves,
merge together for Rc 2 �1:25; 1:26½, and finally separate
from each other after having exchanged parts of their

branches. Consequently, no solution exists above Rc in
the vicinity of the previous contact point. Finally, the

two saddle-node bifurcations belonging to the basic-

branch at Ras1ðb1Þ and Ras2ðb1Þ collapse in the R-interval
�1:26; 1:28½. Increases in R upon a small interval has thus
generated a new independent branch and modified

substantially the solutions lying on the basic-branch.
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Fig. 17. Elements of the bifurcation diagrams at R ¼ 1:25 and 1.26. T
increasing radius ratio.
Concerning the effects produced by increasing the

radius ratio on the flow patterns corresponding to the

different branches, no qualitative difference is found for

1:26R6 1:25: the flow structures are similar to those at
R ¼ 1:2. On the other hand, for 1:266R < 1:35, the
CþC�Cþ pattern is not observed on the basic-branch

which is now characterized by cþCþ structures: a cþ

nucleus appears, grows and then disappears. The

CþC�Cþ is located on the upper-branch because this

new branch takes its origin from a part of the previous

basic-branch. For RP 1:35 the fluid flows on the basic-
branch are mono-cellular in the range of Ra investigated,
while the upper-branch consists systematically in three-

cellular patterns. Concerning the lower-branch of the

bifurcation diagram, the C�cþCþ flow is observed for

R < 1:24 only. The cþ nucleus size becomes smaller and
smaller by increasing R and then the nucleus disappears.
For larger radius ratios, the flow is two-cellular.

The bifurcation thresholds and the stability regions

are presented in the following as two-dimensional dia-

grams plotted in the ðRa;RÞ-plane for the lower, basic
and upper-branches. The lower-branch, starting from

the saddle-node Rals1 is plotted in Fig. 18. The variation
of Rals1 as a function of R is found in good agreement
with the results of by Mizushima et al. [16] since the

largest relative difference is only 0.25% for R 2 ½1:2; 3�.
For small radius ratios ðR6 1:5Þ, the critical parameters
of the pitchfork and saddle-node bifurcations are very

close. Above R ¼ 1:6, the pitchfork threshold Ralf1
abruptly increases to finally collapses at R � 2 with an-
other pitchfork bifurcation appearing on the same

branch, but at Ralf2 . The stability region of solutions is
therefore bounded by the two curves giving the pitch-
0 4000 4500 5000
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he arrows indicate the part of the curves coming closer with the
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fork bifurcation thresholds. Indeed, for RP 2:1 and
Ra6 104, any stable flow occurs on this branch as it is
checked by the study of the growth rate of the dominant

perturbations. The small region of this branch charac-

terized by the C�cþCþ flow pattern is visible in the

bottom left side of Fig. 18 bounded by dashed lines. On

the basic-branch (Fig. 19) and for R 2 ½1:2; 1:25�, the
pitchfork bifurcation thresholds Rabf1 and Rabf2 move so
that the instability region grows slowly. The changes in

shape of the bifurcation diagram act significantly on the

flow stability because they occur in the instability region

bounded by the pitchfork transitions. It can be thus
Fig. 19. Bifurcation thresholds and stability regions in the plane ðR
concluded that the flow stabilizes not on the basic-

branch at Rabf2 but rather on the upper-branch at Ra
u
f2
.

From Rabf1 , the flows lying on the basic-branch are
unstable, firstly because of the disturbance associated to

the pitchfork bifurcation, and secondly because the on-

set of an oscillatory perturbation gives rise to a Hopf

bifurcation located at Rabh. This last transition moves
towards by increasing Ra so that a pitchfork bifurcation
at Rabf3 appears just above R ¼ 1:28. Thus, for

R 2 �1:28; 1:29�, a region of stable flows is distinguish-
able if Ra 2 �Rabf3 ;Ra

b
h½. At last, the two pitchfork tran-

sitions at Rabf3 and Rabf1 merge between R ¼ 1:25 and 1.3
a;RÞ for the basic-branch of the bifurcation diagram (Fig. 5).
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so that the associated unstable region disappears: the

flow is therefore stable until the onset of the oscillatory

disturbance at Rabh. Finally the Ra-domain of instability
due to unsteady perturbations is reduced when increas-

ing R, and disappears past R � 1:32. Consequently, the
solutions may be continuously followed from Ra ¼ 0 to
104 without meeting unstable regions. The upper-

branch, starting from the saddle-node at Raus , consists in
unstable solutions until the pitchfork bifurcation at Rauf2
occurs as it is shown in Fig. 20. It should be noted that

superimposing Figs. 20 and 19, the two curves repre-

senting the bifurcation thresholds Rabf2 and Rauf2 match
well and form a coherent continuous curve. As the ra-

dius ratio increases, the threshold Rauf2 moves quickly
along the upper-branch up to Ra ¼ 104.
From the bifurcation maps shown in Figs. 18–20 it

can be concluded that various stable solutions and flow

patterns set in for a given couple ðR;RaÞ. The locations
of the flow patterns are gathered in Fig. 21. As can be

seen, three, two or only one solutions co-exist with a
Fig. 21. Possible flow patterns in the ðR;RaÞ plane.
number of possible flows which decreases when the ra-

dius ratio increases.
4. Conclusion

Two-dimensional natural convection in air-filled

horizontal annuli has been investigated numerically and

linear stability analyses are presented for radius ratio in

the range 1:26R6 3 and for Ra6 104. The governing
equations were integrated by a classical time-marching

procedure or directly solved in their non-linear steady

form by using the Newton algorithm. The linear stability

analysis was conducted by investigating the growth rates

of infinitesimal disturbances about the steady states. The

resulting eigenproblems were solved either by the Ar-

noldi method or by the Newton method. Solutions of

large non-linear systems of algebraic equations were also

computed in order to properly evaluate the Hopf and

saddle-node bifurcations when using the Newton meth-

od. Validations of the numerical tools and comparisons

with previously published results are presented and are

shown in good agreement. From the bifurcation dia-

grams and bifurcation maps in ðR;RaÞ-planes, complex
flow behaviors are pointed out, especially for small

radius ratios where solutions are highly modified

through small increases in Ra. New pitchfork bifurcation
thresholds are determined thanks to the full annulus

model adopted in the computations. These transitions

are proved to be produced by perturbations breaking the

symmetry about the vertical plane containing the axes of

the cylinders. Flow patterns were discussed and a map of

the possible flow structures is presented in the ðR;RaÞ-
plane. For the first time, multiplicity of solutions and



G. Petrone et al. / International Journal of Heat and Mass Transfer 47 (2004) 3889–3907 3907
flow patterns have been clearly established and de-

scribed.
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